


Preliminaries: Multilingual LLMs



3 in 4 users are unable 

to understand ~ 50% of 

all websites, at least 

without a translation 

tool

Estimated percentages of the top 10 million websites on the World Wide Web using various content languages as of 18 March 2025
https://en.wikipedia.org/wiki/Languages_used_on_the_Internet



Moving beyond English: existing language resources 

The State and Fate of Linguistic Diversity and Inclusion in the NLP World. [Joshi et al., ACL 2020]

There are more 

than 6500 

languages spoken 

or signed in the 

world today



The State and Fate of Linguistic Diversity and Inclusion in the NLP World. [Joshi et al., ACL 2020]



Unlabeled training data for LLMs 

mC4 -- 101 languages from the Common Crawl web scrape

mT5: A Massively Multilingual Pre-trained Text-to-Text Transformer. [Xue et al., NAACL 2021]



Instruction Finetuned Multilingual LMs

● Okapi [Lai et al., 2023] (25 languages) 

● mT0 [Muennighoff et al., 2023] (46 languages) 

● BLOOMZ [Muennighoff et al., 2023] (46 languages)
○ 81M instruction finetuning examples; 39% English

● Bactrian-X [Li et al., 2023] (52 languages) 

● Aya [Üstün et al., 2024] (101 languages) 
○ 203M instruction finetuning examples; 21.5% English

○ a year-long participatory initiative with 2,997 participants from 110 countries 



Aya Languages 



Aya



Frontier language models: “incidentally multilingual”?

● Models like GPT-* and LLaMA are “incidentally” multilingual

● “All Claude 3 models show increased capabilities in analysis and forecasting, 

nuanced content creation, code generation, and conversing in non-English 

languages like Spanish, Japanese, and French.” 

https://www.anthropic.com/news/claude-3-family 

● “GPT-4 outperforms the English-language performance of GPT-3.5 and other 

LLMs (Chinchilla, PaLM), including for low-resource languages such as 

Latvian, Welsh, and Swahili.” https://openai.com/research/gpt-4

Credit: Antonios Anastasopoulos, Ana Marasović

https://www.anthropic.com/news/claude-3-family
https://openai.com/research/gpt-4


Multilingual LLMs + Safety Research is Scarce



Multilingual LLM safety research in *CL conferences

The State of Multilingual LLM Safety Research: From Measuring the Language Gap to Mitigating It. [Yong et al., arxiv 2025]



Multilingual LLM safety research in *CL conferences

The State of Multilingual LLM Safety Research: From Measuring the Language Gap to Mitigating It. [Yong et al., arxiv 2025]
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Why? 

● Most NLP research relies on a narrow “square one” setup, i.e. English-only data
and accuracy-focused evaluation

● Other dimensions like safety, multilingality, interpretability, efficiency, can be an 
“add-on”, but only one dimension per paper 

Square one bias in NLP: Towards a multidimensional exploration of the research manifold. [Ruder et al., ACL 2022]



Multilingual LLMs Safety Problem is Not

Just a Translation of English LLM Safety Research



Multilingual LLM safety: a naive solution

● Translate the benchmarks and apply existing methods and benchmarks 

developed for English



Multilingual LLM safety: a naive solution doesn’t work 

● Misses cultural nuance
○ translations overlook relevant terms/issues, local norms and values, idioms, and sensitivities

● Different risks by region
○ harms vary (e.g., caste bias in Hindi, political speech in Russian, derogatory lexicons, etc.)

● Translation artifacts
○ evaluation after translation also reflects MT quality 

● Uneven LLM capabilities
○ assumptions about models and data are different in underrepresented languages



Incidental multilinguality leads to harms that do not exist in 

monolingual settings

Unfairness in accessibility 
(cost) across languages

● Non-English and 
especially non-Latin 
scripts get 
oversegmented and 
cost much more than 
the others while 
performing worse.

Do All Languages Cost the Same? Tokenization in the Era of Commercial Language Models. [Ahia et al., EMNLP 2023]



Multilingual LLMs Safety Problems and Methods



● Toxicity and bias 
○ Toxic content and stereotypical bias in data and output generations 

● Jailbreaking attacks 
○ Designing adversarial prompts to bypass refusal safety guardrails or 

detecting jailbreaking attacks 

● Factuality and hallucination
○ Nonsensical, unfaithful, and factually incorrect content generated by LLMs

● AI privacy 
○ Memorization, private data leakage, and unlearning 

● Alignment
○ Harmful prompt detection, LLM post-training algorithms to address issues 

above or infuse relevant behaviors and values into LLM, on-the-fly detection

● Policy 
○ Governance frameworks, regulatory approaches, and ethical guidelines for 

responsible AI deployment

The State of Multilingual LLM Safety Research: From Measuring the Language Gap to Mitigating It. [Yong et al., arxiv 2025]



Jailbreaking attacks - higher risks for lower resource languages  

● a correlation between decreased language resources and an increased rate of unsafe outputs

● high failure rates for low-resource languages: 80.92% for ChatGPT and 40.71% for GPT-4

Multilingual jailbreak challenges in large language models [Deng et al., ICLR 2024]

The Language Barrier: Dissecting Safety Challenges of LLMs in Multilingual Contexts  [Shen et al., ACL findings 2024]

Low-Resource Languages Jailbreak GPT-4  [Yong et al., SoLaR 2023]

Benchmarking LLM Guardrails in Handling Multilingual Toxicity   [Yang et al., arxiv 2024]



Factuality and hallucination

● An estimation of hallucination rates (the generation of non-factual or unfaithful responses) across 30 
languages

● Machine translation of an English dataset FAVA [Mishra et al., COLM 2024] + Alignment of Wikipedia articles 
with hallucinated responses from a multilingual LLM

● Hallucination detection is using a token-level classification model
● Smaller models hallucinate more, LLMs with support for more languages tend to hallucinate more

How Much Do LLMs Hallucinate across Languages? On Multilingual Estimation of LLM Hallucination in the Wild [Islam et al., arxiv 2025]



Multilingual safety data/benchmark curation beyond machine translation

● PolyGuardMix - multilingual safety training corpus w/ 1.91M samples across 17 languages

● PolyGuardPrompts - multilingual benchmark w/ 29K samples for the evaluation of safety guardrails 

● Data is a curated combination of in-language, machine-translated, and LLM-synthesized examples 

from a set of safety datasets including WildGuardMix (Han et al., 2024), LMSys-Chat1M (Zheng et 

al., 2023), WildChat (Zhao et al., 2024)

PolyGuard: A Multilingual Safety Moderation Tool for 17 Languages [Kumar et al., arxiv 2025]



Multilingual safety alignment

● Define “the implicit reward gap” - the log-likelihood difference between safe and unsafe responses

● Observe that the Reward Gap strongly correlates with multilingual safety performance

● MPO- Multilingual reward gaP Optimization - directly minimizes the discrepancy of reward gap 

across different languages

MPO: Multilingual Safety Alignment via Reward Gap Optimization [Zhao et al., ACL 2025]





Jailbreaking attack detection using external model

● identify internal representations of an LLM that are aligned across languages (prompt LLMs on 

translations, sample internal representations, and minimize cosine distance)

● use “universal” representations to build a language-agnostic classifier for detecting harmful prompts

● open model assumption

OMNIGUARD: An Efficient Approach for AI Safety Moderation Across Modalities [Verma et al., arxiv 2025]



Cross-lingual attack detection - which languages to choose?

● if we have better defenses in some languages, how to choose the right feedback LLMs: same 
language? best-performing language? higher-resource related languages? 

● language similarity/relatedness: linguistic/genetic (WALS), cultural (World Value Survey), 
geographic

● culturally informed language selection is best for mid and low-resource languages and also more 
equitable in attack detection across languages   

Teaching LLMs to Abstain across Languages via Multilingual Feedback [Feng et al., EMNLP 2024]



Evaluation beyond utility 

● Gini coefficient as a measure of inequalities in the performance across languages

Evaluating the Diversity, Equity and Inclusion of NLP Technology: A Case Study for Indian Languages [Khanuja et al., EACL findings 2023]

GlobalBench: A Benchmark for Global Progress in Natural Language Processing [Song et al., EMNLP 2023]

Teaching LLMs to Abstain across Languages via Multilingual Feedback [Feng et al., EMNLP 2024]



Multilingual LLMs Safety Survey and Position Papers



● The State of Multilingual LLM Safety Research: From Measuring the Language 
Gap to Mitigating It [Yong et al., arxiv 2025] https://arxiv.org/pdf/2505.24119

● The Language Barrier: Dissecting Safety Challenges of LLMs in Multilingual 
Contexts [Shen et al., ACL findings 2024] https://arxiv.org/abs/2310.06474

● Fairness in Language Models Beyond English: Gaps and Challenges [Ramesh et 
al., EACL findings 2023 ] https://arxiv.org/abs/2302.12578

https://arxiv.org/abs/2310.06474
https://arxiv.org/abs/2302.12578


Multilingual LLMs Safety Open Problems



All of them… 

● Toxicity and bias 
○ Toxic content and stereotypical bias in data and output generations 

● Jailbreaking attacks 
○ Designing adversarial prompts to bypass refusal safety guardrails or detecting jailbreaking attacks 

● Factuality and hallucination
○ Nonsensical, unfaithful, and factually incorrect content generated by LLMs

● AI privacy 
○ Memorization, private data leakage, and unlearning 

● Alignment
○ Harmful prompt detection, LLM post-training algorithms to address issues above or infuse relevant behaviors and values 

into LLM, on-the-fly detection

● Policy 
○ Governance frameworks, regulatory approaches, and ethical guidelines for responsible AI deployment

Customized for individual languages and language varieties 



…and more! 

● Beyond MT in data curation 

● Cultural sensitivity - what is harmful? how to refuse? 

● Data efficient methods for lower resource languages

● Robust methods that work for weaker/smaller models 

● Safety transfer learning for future/currently not represented languages 

Focusing on multilingual LLM safety research not only uncovers language- and 

culture-specific vulnerabilities, but also pushes the development of more 

general, robust safety methods that improve alignment across all languages, 

including English! 
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