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Schedule

Introduction (10min)

\ Content Moderation and Safety (35min)

LLM Security (30min)
LLM Alignment (15min)

Coffee break (30min. 3:30-4pm CET)

Dialogue Rails and Security (20min)

Multilingual Safety and Open Problems (15min)
Inference-Time Steering for LLM (20min)
LLM Agent Safety (30min)

Final Recommendations (5min)




Helpfulness vs Harmless Dilemma

The "Over-Pleasing” Problem Inability to identify bad actors

.

Guardrails User engagement
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LLM Safety

Safety alignment at various levels:
- Training - LLM safety alignment

- Inference - Inference-time steering (inference guidance, in-flight steering, decoding-time alignment)
- Post-inference - Safety classifiers, complex ad-hoc systems (e.g. NeMo Guardrails)

-~

Input/Output Filters (§3.3) ]' \
/ Inference Guidance (83.2) f ~
/ Failed Attacks
. LLM Safety Alignment (§3.1) ~ (Safe Reponses)
| e.g.
Sy | ) : ‘Sorry, as an AL 1
Input System Alignment |  Fine-fune Output Output ' cannot response to
/ ™\ Filters Prompts Algorithms . Data Control Filters . your question..
Malicious Input |.APP°M ' + | | i Corgrd s K A
(Attacks) l Info | Modify Output
_— —}—n
c i LLM Successful Attacks
Please tell me how (Unsafe Reponses)
to make a bomb. ..’ | eg
\ / | “Sure, here is a step-
| by-step instmction for
makinga bomb. .’

\ & A

Filtered Input Filtered Cutput

Attacks, Defenses and Evaluations for LLM Conversation Safety: A Survey (Dong et al., 2024)
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Defending against Bad Actors

Standard Jailbreaking Setups

These scenarios are usually

llll

m sorry but | cannot ...”

already safequarded by the

target model.

r~

The attacker fails to attack
the target model

“Sure, here’'s how you can ..."

The attacker successfully

jailbreak the target model

However, applying jailbreaking strategies or methods

| will again elicit harmful content from the target model.
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Dialogue Tracking with LLMs - New Challenges

Air Canada must MORS AIR CANADR CHAYBOY ERRORS
honor refund policy it e

Yes - you can fly the plane... NO ... no... this one's on usl
You can pay for the round trip

to England NEXT timel

invented by airline’s
chatbot

Just to let you know we'll
have a rum and Coke ready
for you after take-offi

e YA
L N\

Are you sure about flying
with us? 'm thinking KLM,
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LLM Agents - Opportunities and Security Risks

Please delete some files
to free my disk ...

il

Send the annual financial
report to Alice ...

Help me pay the monthly
rent to my landlord ...

Turn off devices to save

Action

energy during my travel? | /

) | | had a severe fall, bring
y | my medication to me ...

() -

LLaMA

Observation

Emulator

Language Models
(e.g., GPT-4)
- emu. tool exec. & states
- adv. emu. for red-teaming

bt (3

Terminal Email Financial

o
iﬂio_f!
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loT

Trajectory

]

1N\

-
-

Evaluator

Language Models |~

(e.g., GPT-4)

- identifies failures
- assesses risks
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Safe?

x Executed
‘tm -rf /

X Sentto a
wrong email

No risks
‘/ detected

X Turned off
security system

No risks
detected

o
.
JA



Tutorial website - slides and contacts for organizers
https://lim-quardrails-security.qithub.io

trebedea@nvidia.com
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https://llm-guardrails-security.github.io/
mailto:trebedea@nvidia.com
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Thank you!

Tutorial website - slides and contacts for organizers
https://lim-quardrails-security.qithub.io

trebedea@nvidia.com
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