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Inference-Time Steering for Safety
Overview

Safety alignment at various levels:
- Training - LLM safety alignment
- Inference - Inference-time steering (inference guidance, in-flight steering, decoding-time alignment)
- Post-inference - Safety classifiers, complex ad-hoc systems (e.g. NeMo Guardrails)

Attacks, Defenses and Evaluations for LLM Conversation Safety: A Survey (Dong et al., 2024)
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Inference-Time Steering for Safety
Overview

Broad range of methods, from simple system prompts to complex constrained decoding strategies:

1. System prompts to highlight safety concerns
2. Steering vectors 
3. Circuit breakers
4. Sparse autoencoders
5. Other activation and representation engineering methods

 

Defending large language models against jailbreaking attacks through goal prioritization (Zhang et al., 2023a)
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Inference-Time Steering for Safety
Overview

Inference-time steering allows modifying the behavior of an LLM post-alignment: 
- with minimal intervention in decoding and 
- using light-weight components (wrt additional parameters and compute)



Steering Vectors
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Steering Vectors

Safety steering vectors (SSV) are computed for each layer taking the activations for the last token in a prompt.

Given a dataset D− with N harmful prompts, Pi
−, and a dataset D+ with N harmless prompts, Pj

+, SSV are computed at 
layer l as follows:

Then one can simply add the computed SSV on one or more layers to steer away from unsafe prompts (and responses).

 

InferAligner: Inference-Time Alignment for Harmlessness through Cross-Model Guidance (Wang et al., 2024)
Towards Inference-time Category-wise Safety Steering for Large Language Models (Bhattacharjee et al., 2024)

Proposed Method
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Steering Vectors

Safety steering vectors (SSV) are computed for each layer taking the activations for the last token in a prompt.

Given a dataset D− with N harmful prompts, Pi
−, and a dataset D+ with N harmless prompts, Pj

+, SSV are computed at 
layer l as follows:

Then one can simply add the computed SSV on one or more layers to steer away from unsafe prompts (and responses).

 

InferAligner: Inference-Time Alignment for Harmlessness through Cross-Model Guidance (Wang et al., 2024)
Towards Inference-time Category-wise Safety Steering for Large Language Models (Bhattacharjee et al., 2024)

Proposed Method

Also called 
Difference in mean 

(diff-mean)
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Most methods have an additional probe to verify whether a prompt is unsafe and only add the Safety Steering Vectors 
(SSV) to the unsafe prompts to steer away from unsafe responses.

• This helps in not having a decrease in helpfulness scores for safe prompts (and general abilities)
• Assuming that the probe is efficient

For example, InferAligner (Wang et al., 2024) uses a linear probe at each layer

• But it also requires the steering vectors of an aligned model to guide an unaligned model 

 

Steering Vectors
Proposed Method

InferAligner: Inference-Time Alignment for Harmlessness through Cross-Model Guidance (Wang et al., 2024)
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Steering Vectors

Safety Steering Vectors (SSV) provide good protection to harmful queries, especially for weaker aligned models

• Many of the reported results are in-domain for the safety probe and steering vectors
• Performance degrades when using out-of-distribution data and also for difficult hard negatives / safe prompts (e.g. 

XSTest) 

 

Main Results

InferAligner: Inference-Time Alignment for Harmlessness through Cross-Model Guidance (Wang et al., 2024)
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Steering Vectors

Arditi et al. (2024) showed that refusal is mediated by a single direction of the residual activations 
for different aligned LLMs (e.g. instruct / chat models) of various sizes and families

• The refusal direction is chosen using the diff-mean vector steering method on a single layer 
using the activations of the completion tokens for both unsafe prompts (e.g. AdvBench, 
HarmBench) and safe prompts (Alpaca)

• For inducing refusal, the diff-mean refusal direction is added to all completion tokens
• For removing refusals in models, direction ablation is used that zeroes our the component 

along that direction
• Given the refusal direction, they also build an white-box jailbreak attack via weight 

orthogonalization by removing the refusal direction from all weights that write to the residual 
stream

Main Results - Refusal is Mediated in a Single Direction

Refusal in Language Models Is Mediated by a Single Direction (Arditi et al., 2024)

Results on unsafe queries from JBB Results on safe queries from Alpaca
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Steering Vectors

Investigating category-specific safety steering vectors (using CatQA and BeaverTails) has shown that for most unsafe 
categories steering vectors can be applied at only one layer 

• For most categories, the layer is the same - for a given model (e.g. Llama2-7B / Llama3-8B models on layer 14)
• While there is a substantial increase in harmful F1 scores, helpfulness might decrease

Main Results - Categoric-Specific Steering

Towards Inference-time Category-wise Safety Steering for Large Language Models (Bhattacharjee et al., 2024)
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Steering Vectors

Investigating category-specific safety steering vectors (using CatQA and BeaverTails) has shown that for most unsafe 
categories steering vectors can be applied at only one layer 

• For most categories, the layer is the same - for a given model (e.g. Llama2-7B / Llama3-8B models on layer 14)
• While there is a substantial increase in harmful F1 scores, helpfulness might decrease
• When computing steering vectors, there is some noise that should be removed - Bhattacharjee et al. (2024) use a 

pruning that removes pairs of safe and unsafe steering activations that have differences than the median of all pairs

Main Results - Categoric-Specific Steering

Towards Inference-time Category-wise Safety Steering for Large Language Models (Bhattacharjee et al., 2024)



Circuit Breakers
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Circuit Breakers
Proposed Method

Circuit breakers use representation engineering (RepE) to discover 
and connect internal LLM representations related to harmful outputs 
to a mechanism that halts the completion of the harmful generation.

• “Short-circuiting” the harmful process
• Attack agnostic - as harmful output representations should be 

independent of the input (e.g. attack type)

Improving alignment and robustness with circuit breakers (Zou et al., 2024)
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Circuit Breakers
Proposed Method

Circuit breakers use representation engineering (RepE) to discover 
and connect internal LLM representations related to harmful outputs 
to a mechanism that halts the completion of the harmful generation.

• “Short-circuiting” the harmful process
• Attack agnostic - as harmful output representations should be 

independent of the input (e.g. attack type)

Main idea: complex adversarial attacks usually require a multi-step 
process - might be simpler to bypass binary input/output classifiers; 
therefore it is better to monitor and remap harmful model 
representation towards incoherent or refusal ones.

• Good generalization to a wide range of harmful inputs as long as 
the training data covers a well defined set of harmful outputs 

• Data efficient
• Versatile - can be used for general or very specific harms; can train 

multiple circuit breakers for different behaviors  Improving alignment and robustness with circuit breakers (Zou et al., 2024)
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Circuit Breakers
Proposed Method

Circuit breaking (CB) techniques require two components:

• Datasets - circuit breaker quality depends on how precisely the 
data can elicit the targeted representation

• Loss functions - for representation rerouting (circuit-breaking) and 
for retaining helpful behavior

Zou et al. (2024) propose to use a Low-Rank Representation 
Adaptation (LoRRA) (Zou et al., 2023) adapted to use a Representation 
Rerouting (RR) loss.

• Trains a LORA adapter for each behavior modeled with a CB 
(e.g. general safety)

Improving alignment and robustness with circuit breakers (Zou et al., 2024)
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Circuit Breakers
Proposed Method

Circuit breaking (CB) techniques require two components:

• Datasets - circuit breaker quality depends on how precisely the 
data can elicit the targeted representation:
• Circuit Breaker Set - examples with internal representations that lead 

to unsafe or other undesirable behaviors
(more difficult to construct, influences CB performance)

• Retain Set - benign examples that should not active the circuit 
breakers; needed to preserve helpfulness on safe tasks 
(e.g. UltraChat + safe samples from XSTest)

• Very similar to harmful and harmless datasets for steering vectors, but 
they also contain responses 

• Loss functions - for representation rerouting (circuit-breaking) and 
for retaining helpful behavior

Zou et al. (2024) propose to use a Low-Rank Representation 
Adaptation (LoRRA) (Zou et al., 2023) adapted to use a Representation 
Rerouting (RR) loss.

Improving alignment and robustness with circuit breakers (Zou et al., 2024)
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Circuit Breakers
Proposed Method

Circuit breaking (CB) techniques require two components:

• Datasets - circuit breaker quality depends on how precisely the 
data can elicit the targeted representation

• Loss functions - for representation rerouting (circuit-breaking) 
and for retaining helpful behavior:
• Representation Rerouting (RR) Loss - uses the circuit breaker set, its 

objective is to remap the current CB representations for the harmful 
process from repcb to a desidered representation reprand (e.g. a random 
direction with a large norm, refusal direction, EOS token 
representation, or a direction orthogonal with the original representation 
of the model that was unsafe and generated the unsafe responses)

• Retain Loss - uses the retain set, its objective is to maintain the 
representation for the helpful and safe prompts and responses  

Zou et al. (2024) propose to use a Low-Rank Representation 
Adaptation (LoRRA) (Zou et al., 2023) adapted to use a Representation 
Rerouting (RR) loss.

Improving alignment and robustness with circuit breakers (Zou et al., 2024)
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Circuit Breakers

Circuit breakers (representation control method) surpass steering vector-based methods (representation reading 
method) on a wide range of tasks

• They are more robust to OOD attacks
• Good performance when measuring over-refusal using hard negatives / safe prompts (e.g. WildChat over-refusal)

Results might be influenced by possible overlap between the training datasets and the test sets.

 

Main Results

Improving alignment and robustness with circuit breakers (Zou et al., 2024)
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Circuit Breakers

Schwinn at al. (2024) highlight that CB can be easily bypassed using an embedding space attack, leading to 100% Attack 
Success Rate by just changing the optimizer and initialization states. 

As no alignment or guardrailing method is perfect, Circuit Breakers are quite robust for an inference-time rail but can be 
circumvented. 

 

Main Results

Revisiting the Robust Alignment of Circuit Breakers (Schwinn et al., 2024)



Sparse Auto-Encoders
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Sparse Auto-Encoders
Proposed Method

Sparse Auto-Encoders (SAE) is an unsupervised method that decomposes 
LLM activations into sparse linear combinations of learned feature 
directions.

• The learned features are often interpretable
• Learning the AE feature space consists in encoding the LLM 

activations x to a sparse higher-dimensional feature space and then 
decoding the input activations as x̂ (dictionary leaning)

Various improvements have been proposed in recent years to the RELU 
SAE method (Karvonen et al., 2025).

SAEBench: A Comprehensive Benchmark for Sparse Autoencoders in Language Model 
Interpretability (Karvonen et al., 2025)
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Sparse Auto-Encoders
Proposed Method

SAE have been recently used for concept detection and steering, unlearning, and targeted probe perturbations, being 
very useful mainly because they are more human-interpretable than other methods.

• For example, Anthropic’s “sycophatic praise” or “Golden Gate” features
• These allow both interpretability and response inference-time steering

However, SAE are costly to train and also inefficient to some extent. 

• Dead features: 2% for the 1M SAE, 35% for the 4M SAE, and 65% for the 34M SAE (Templeton et al., 2024)

 

Scaling Monosemanticity: Extracting Interpretable Features from Claude 3 Sonnet 
(Templeton et al., 2024)
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Sparse Auto-Encoders
Proposed Method

Templeton et al. (2024) showed SAE can encode and expose several safety-related features in the AE space.

• Biases, sycophancy, unsafe code, backdoors, code errors, deception, manipulation, secrecy 

However, SAE are costly to train and also inefficient to some extent. 

• Dead features: 2% for the 1M SAE, 35% for the 4M SAE, and 65% for the 34M SAE (Templeton et al., 2024)

 

Scaling Monosemanticity: Extracting Interpretable Features from Claude 3 Sonnet 
(Templeton et al., 2024)
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Sparse Auto-Encoders
Proposed Method

SAE have also been employed for inference-time safety steering by identifying features that mediate refusal (especially / 
ideally only for unsafe prompts).

• O’Brien et al. (2024) use a small 24k feature SAE and select the refusal steering feature that is the most activated 
for a small number of unsafe prompts from WildGuard

• Several features seem to mediate refusal, but one is substantially more activated 
• Using a hyper-parameter search, they decide a clamping value for this feature to steer (unsafe) prompts towards 

refusal 

Steering Language Model Refusal with Sparse Autoencoders (O’Brien et al., 2024)
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Sparse Auto-Encoders
Main Results

O’Brien et al. (2024) use a small 24k feature SAE and select the refusal steering feature that is the most activated for a 
small number of unsafe prompts from WildGuard

• While the method improves safety scores both for single-turn prompts (WildGuard) and multi-turn attacks 
(Crescendo), it also increases over-refusal for safe prompts and decreases helpfulness substantially

• It also has some other undesired side-effects, e.g. decrease of factuality 

Steering Language Model Refusal with Sparse Autoencoders (O’Brien et al., 2024)



Other Representation Learning Methods
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More Complex Safety Probes 

Some papers propose to improve inference-time steering by having more complex safety probes.

For example, SafeSwitch (Han et al., 2025) considers that it is important to have two different probes: an unsafe input 
probe and a compliance probe.

• Steering should happen only for unsafe inputs that the model would comply

SafeSwitch: Steering Unsafe LLM Behavior via Internal Activation Signals (Han et al., 2025)
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Steering Heads

Another strategy for improving inference-time steering is to use specialized steering heads. 

PASTA (Post-hoc Attention STeering Approach) (Zhang et al., 2023) identifies a subset of heads that can be modified for 
inference-time steering.

• The heads are selected from the model’s heads, on all layers, to improve task completion on a small set of prompts 
related to different tasks that the user emphasizes (e.g. introduces rules, constraints or special instructions for the 
response - “output … in json format”)

• For each steering head, use attention steering to focus on the specific tokens in the prompt that express the 
constraint or rule. 

Tell Your Model Where to Attend: Post-hoc Attention Steering for LLMs (Zhang et al., 2023b)
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Steering Heads

Another strategy for improving inference-time steering is to use specialized steering heads. 

SafeSwitch (Han et al., 2025) adds an additional refusal head that is trained to generate soft refusals only when the 
safety probe is activated.

• It adds ~6% of the initial model’s parameters

SafeSwitch: Steering Unsafe LLM Behavior via Internal Activation Signals (Han et al., 2025)



Inference-Time Steering for Concept / Topical Guardrails
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Representation Learning for Concept Detection and Steering

Representation learning and activation steering methods can also be used for concept detection and concept steering. 

• Concepts can be expressed in natural language
• However, in most cases they are basic concepts (keywords, Named Entities, domain-specific MWE) and cannot really 

capture more complex topical or dialogue guardrails (e.g. “Do not provide medical recommendations or treatment”) 

AXBench (Wu et al., 2025) provides the most relevant benchmark for using various inference-time steering methods for 
concept detection and steering.

• Concept detection - determine if the prompt or response are related to the given concept
• Concept steering - steer the LLM response to include the given concept
• Synthetic dataset, created using a multi-step approach including some hard negatives for 500 concepts

AXBENCH: Steering LLMs? Even Simple Baselines Outperform Sparse Autoencoders (Wu et al., 2025)
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Representation Learning for Concept Detection and Steering

The benchmarks shows that while existing RepL methods (e.g. diff-mean or activation probing) are obtaining good 
results for concept detection.

At the same time, none of the investigated methods were good at concept steering except for Representation 
Finetuning (ReFT)-based methods (Wu et al., 2024).

Other observations:

• SAE-based methods need to be finetuned on the task to obtain competitive results for concept detection
• Prompting is a very strong baseline, especially for concept steering (maybe an artefact from synthetic dataset)
• BoW results are decent for concept detection (simple keywords or short expressions for the concepts)

AXBENCH: Steering LLMs? Even Simple Baselines Outperform Sparse Autoencoders (Wu et al., 2025)

Concept detection Concept steering



Conclusions
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Inference-Time Steering for Safety
Main Conclusions

• Inference-time steering methods are starting to provide good results for safety and security 
• No clear inference-time steering methods for more complex topical or dialogue guardrails

• As inference-time steering needs changing the decoding strategy, this methods should be supported by inference 
engines (e.g. vLLM, TRT-LLM, SGLang, transformers) 
• Some libraries to support activation-based interventions and steering, e.g. pyvenv (https://github.com/stanfordnlp/pyvene) 

Inference-time steering allows modifying the behavior of an LLM 
post-alignment: 

- with minimal intervention in decoding and 
- using light-weight components (wrt additional parameters and compute)

https://github.com/stanfordnlp/pyvene
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