


What We'll Cover Today

1.The Critical Need for Dialogue Rails

2.Foundations in Task-Oriented Dialogue

3.New Paradigm of Custom GPT

4.Dialogue based Adversarial Attacks



The Unconstrained LLM: A Double-Edged Sword
Limitless Potential



The Unconstrained LLM: A Double-Edged Sword
Unpredictable Risks

The “Over-Pleasing” Problem
Inability to identify bad actors
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Credits - Link

http://.com/ChrisJBakke/status/1736533308849443121


The Unconstrained LLM: A Double-Edged Sword
Unpredictable Risks

Credits - Link

Credits - Link

https://vancouversun.com/news/local-news/air-canada-told-it-is-responsible-for-errors-by-its-website-chatbot
https://arstechnica.com/tech-policy/2024/02/air-canada-must-honor-refund-policy-invented-by-airlines-chatbot/


Introducing Dialogue Rails
Guiding the conversation

Dialogue Rails are a programmatic layer surrounding the LLM that uses rules, models, and logic to intercept, 

analyze, and guide the conversation flow.



Dialogue Rails
Task-Oriented Dialogue - Structuring chatbots for control

Could you please book me a 

flight to Boston for 

tomorrow?

Understanding -

Intent Recognition

Entity Extraction

Dialogue State 

Tracking

Response 

Generation

The "What" - Intent Recognition

The first step was to identify the user's 

overall goal. What do they fundamentally 

want to do? Intent:

book_flight

User Assistant

Dialogue 

Manager
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The "Details" - Entity Extraction

Next, the system would extract the key pieces of information—the specific 

parameters needed to fulfill the intent.
Intent:

book_flight

Entities:

{destination: 
"Boston", date: 
"2025-07-28"}

User Assistant

Dialogue 

Manager



Could you please book me a 

flight to Boston for 

tomorrow?

Understanding -

Intent Recognition

Entity Extraction
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The "Memory" - Dialogue State Tracking

The system maintained a checklist of required entities. If a piece was missing (like 

the origin city), the "state" of the dialogue would trigger a specific question.
Intent:

book_flight

Entities:

{destination: 
"Boston", date: 
"2025-07-28"}

Missing Entities:

{source: "?",
num_pax: “?”}

User Assistant

Dialogue 

Manager
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Dialogue Rails
Task-Oriented Dialogue - Structuring chatbots for control

Could you please book me a 

flight to Boston for 

tomorrow?

Understanding -

Intent Recognition

Entity Extraction

Dialogue State 

Tracking

Response 

Generation

The "Memory" - Dialogue State Tracking

The system maintained a checklist of required entities. If a piece was missing (like 

the origin city), the "state" of the dialogue would trigger a specific question.
Intent:

book_flight

Entities:

{destination: 
"Boston", date: 
"2025-07-28"}

Missing Entities:

{source: "?",
num_pax: “?”}

Could you please confirm 

the origin city and number of 

passengers?

User Assistant

Dialogue 

Manager



Control vs Flexibility
Structuring Chatbots for Control

Prison of StructurePredictable and Efficient



Leverage the strengths of LLMs without compromising the reliability of traditional systems.

Control vs Flexibility
Structuring Chatbots for Control



Building Dialogue Rails

Multi-Stage Prompting Model Alignment Guard Models



Multi-Stage Prompting for Dialog Rails



Dialogue Frameworks
Building modern conversational AI

RASA Google DialogFlow Nemo Guardrails

https://rasa.com/
https://dialogflow.cloud.google.com/
https://github.com/NVIDIA/NeMo-Guardrails


Dialogue Frameworks
Improved Flow Generation

Understanding & Interpretation

○ Purpose: Translate unstructured user input into a structured format.

○ Key Question: What does the user want in the context of this 

conversation?

State & Context Management

○ Purpose: Maintain a memory of the conversation and track progress.

○ Key Question: Where are we in the process?

Policy & Flow Control

○ Purpose: Decide the next best action to move the task forward.

○ Key Question: What should the assistant do next?



Policy Specification
Colang - A flexible dialogue modelling language

Simple dialogue rails for using 
specific tools

Guiding complex dialogues 
for game characters

NeMo Guardrails: A Toolkit for Controllable and Safe 
LLM Applications with Programmable Rails : Link

https://arxiv.org/abs/2310.10501


Policy and Flow Control
Controllable Flows in NeMo Guardrails

NeMo Guardrails: A Toolkit for Controllable and Safe 
LLM Applications with Programmable Rails : Link

https://arxiv.org/abs/2310.10501


Flow Control - NeMo Guardrails
Canonical forms - Fancy term to denote intents in a conversation

• Canonical forms express intents in natural language

• “How many sick days do I get this year?”
ask about sick leave 

policy

• User turn + context + few-shot <input, canonical form>
LLM generate canonical 

form

NeMo Guardrails: A Toolkit for Controllable and Safe 
LLM Applications with Programmable Rails : Link

https://arxiv.org/abs/2310.10501


Flow Control - NeMo Guardrails
Help LLMs stay on track with flows

• Match generated canonical form to Colang flow

• user ask about sick leave policy
execute search human_resource KB
bot respond about sick leave policy

• If no flow is defined for generated canonical form,
user canonical form + few-shot <user c.f, bot c.f.>

LLM generate next step

NeMo Guardrails: A Toolkit for Controllable and Safe 
LLM Applications with Programmable Rails : Link

https://arxiv.org/abs/2310.10501


Flow Control - NeMo Guardrails
Use tools and KBs to answer questions

• If needed, call external actions to provide additional 
context for LLM response.

• user ask about sick leave policy

execute search human_resource KB

bot respond about sick leave policy

• Result of the actions can be used to influence how the 
bot responds, e.g. provide additional context for a 
INFORM / RAG setting. 

NeMo Guardrails: A Toolkit for Controllable and Safe 
LLM Applications with Programmable Rails : Link

https://arxiv.org/abs/2310.10501


Flow Control - NeMo Guardrails
Generate bot response

• With all the context required to answer the user query, 
the bot can now reply to the user.

• bot respond about sick leave policy
“All employees in your area get 10 sick days per 

year.”

• Bot canonical form + context + few-shot <bot canonical 
form, bot message>

LLM generate bot 
message

• Bot messages can also trigger additional guardrails 
ex. toxicity filter

NeMo Guardrails: A Toolkit for Controllable and Safe 
LLM Applications with Programmable Rails : Link

https://arxiv.org/abs/2310.10501


Flow Control - Rasa CALM
Architecture

Three core elements

● Dialogue Understanding

○ Translates natural user utterances into 

structured commands

● Business Logic

○ Executes validated commands deterministically 

using declarative flow definitions

● Conversation Repair 

○ Detects and manages interruptions, 

clarifications, and errors

Task-Oriented Dialogue with In-Context Learning : Link

https://arxiv.org/abs/2402.12234


Flow Control - Rasa CALM
Architecture

Flow for transfer_money Slots for transfer_money

Task-Oriented Dialogue with In-Context Learning : Link

Component #1 - Business Logic: 

Developer defines business logic using flows

● What information do we need from the user?

● What information do we need from APIs?

● Do we need any branches?

https://arxiv.org/abs/2402.12234
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Architecture

Flow for transfer_money Slots for transfer_money

Component #1 - Business Logic: 

Developer defines business logic using flows

● What information do we need from the user?

● What information do we need from APIs?

● Do we need any branches?

Task-Oriented Dialogue with In-Context Learning : Link

https://arxiv.org/abs/2402.12234


Flow Control - Rasa CALM
Architecture

Commands used by Dialogue Understanding component

Component #2 - Dialogue Understanding

● Leverages LLMs and In-content Learning

● Input - entire conversation history and developer defined 

flows

● Output - Sequence of Commands representing flow

Task-Oriented Dialogue with In-Context Learning : Link

https://arxiv.org/abs/2402.12234


Flow Control - Rasa CALM
Architecture

Component #2 - Dialogue Understanding

● Leverages LLMs and In-content Learning

● Input - entire conversation history and developer 

defined flows

● Output - Sequence of Commands representing flow

Structured Commands for User Input

Task-Oriented Dialogue with In-Context Learning : Link

https://arxiv.org/abs/2402.12234


Flow Control - Rasa CALM
Architecture

Component #3 - Conversation Repair

● Handle user inputs that deviate from the “happy 

path”

○ Underspecified queries

○ Clarifications

○ Asides

Task-Oriented Dialogue with In-Context Learning : Link

https://arxiv.org/abs/2402.12234


Flow Control - Rasa CALM
Architecture

Component #3 - Conversation Repair

● Handle user inputs that deviate from the “happy 

path”

○ Underspecified queries

○ Clarifications

○ Asides

Conversation Repair for underspecified 

user input

Would you like to freeze 

or unfreeze your card, or 

cancel it?

Task-Oriented Dialogue with In-Context Learning : Link

https://arxiv.org/abs/2402.12234


Model Alignment for Dialogue Rails



Model Alignment for Dialogue Rails
Custom GPT

“Topic-Following” = respect complex instructions defining how a task-oriented intelligent 
assistant (chatbot) should interact with users.

Custom GPTs: Link

https://chatgpt.com/gpts/editor


Custom GPT

Main assumptions

● Task-oriented chatbots and virtual assistants will be defined using natural language 

Credits: Link

https://x.com/karpathy/status/1617979122625712128


Custom GPT

Main assumptions

● Train LLMs to follow complex instructions defining how a task-oriented assistant 
should behave
○ Detect if a user-turn is “off-topic” → meaning it breaks the instructions in any way
○ Generate the appropriate message for any off-topic message (mitigation)



Custom GPT
System Instruction



Custom GPT
System Instruction



Teaching LLMs to Follow Topics

• Domain - Broad context like health or finance

• Scenario - Specific task within a domain, guiding the 

chatbot (e.g., booking a doctor appointment)

• System/Topical Instruction - Clear guidelines for 

response style, (dis)allowed topics, and conversation 

flow

• On-topic Conversation - Sequence of exchanges 

between the user and the assistant that stays on-topic

• Distractor - User prompt designed to lead the chatbot 

off-topic, if the language model actually engaged to be 

helpful and respond to the prompt

Task Setting

CantTalkAboutThis: Aligning Language Models to 
Stay on Topic in Dialogues : Link

https://arxiv.org/abs/2404.03820


Teaching LLMs to Follow Topics

● What makes topic following hard?

○ How people perceive and manage topics is subjective

○ Mismatch with training objective during alignment -

we maximize for helpfulness in LLMs

○ Veering model off-topic = sneaky jailbreaking

System Instruction

CantTalkAboutThis: Aligning Language Models to 
Stay on Topic in Dialogues : Link

https://arxiv.org/abs/2404.03820
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● A system instruction for topic following can be segmented 

into subtopics of different types: 
○ topic/subject allowed
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Teaching LLMs to Follow Topics

● What makes topic following hard?

○ How people perceive and manage topics is subjective

○ Mismatch with training objective during alignment -

we maximize for helpfulness in LLMs

○ Veering model off-topic = sneaky jailbreaking

● A system instruction for topic following can be segmented 

into subtopics of different types: 
○ topic/subject allowed

○ topic/subject disallowed

○ conversation flow

○ conversation tone

Task Setting



CantTalkAboutThis

○ Data generation pipeline consists of four stages
● Rather small dataset: 9 domains, 60 scenarios for domain, 2 on-topic conversations for scenario → 1080 on-topic dialogues

1.Scenario Generation

● Diverse scenarios generated across nine domains (e.g., health, finance, taxes, education)

● domain = health

● scenario (short description of the conversation topic) = scheduling an eye exam and discussing vision care

Dataset for Topic Following

CantTalkAboutThis: Aligning Language Models to 
Stay on Topic in Dialogues : HF Link

https://huggingface.co/datasets/nvidia/CantTalkAboutThis-Topic-Control-Dataset
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CantTalkAboutThis

○ Data generation pipeline consists of four stages
● Rather small dataset: 9 domains, 60 scenarios for domain, 2 on-topic conversations for scenario → 1080 on-topic dialogues

1.Scenario Generation

● Diverse scenarios generated across nine domains (e.g., health, finance, taxes, education)

● domain = health

● scenario (short description of the conversation topic) = scheduling an eye exam and discussing vision care

2.Topical Instruction Generation
● Prompt-based LLM call to create a complex, varied and realistic topical (system) instruction for each scenario

● “You will act as an intelligent assistant to help a user schedule an eye exam and discuss vision care….”

3.On-Topic Conversation Simulation
● “user: Hello, help me book an appointment at ABC Vision Care.

bot: Sure, what date works best?”

4.Distractor Generation

● LLM identifies points in on-topic conversation where to insert user distractor turns & generates off-topic distractor turns.

● “bot: Your flight has been booked! Flight number is AA 1234”

user: What can you tell me about the Wright brothers?”

Dataset for Topic Following

CantTalkAboutThis: Aligning Language Models to 
Stay on Topic in Dialogues : HF Link

https://huggingface.co/datasets/nvidia/CantTalkAboutThis-Topic-Control-Dataset


Distractors in a Conversation

● What is a distractor?

○ An utterance that actively diverts away from the conversation topic 

● What is easy to detect?

○ Abrupt changes

● What is harder?

○ Subtle transitions, usually through some bridge entity 

○ Deciding the threshold between what is on-topic 

and what is off-topic is really hard (even for humans)

User: “I want to visit Miami”

Bot: “Great! I can help you with that”

…

User: “Can I fly to Miami?”

Bot: “Yes, you can take a flight there…”

User: “How do I get a pilot’s license?”

User A: “I also cook and ride my bike to 

work”

User B: “Great! I won an award for 

spelling bee”

CantTalkAboutThis: Aligning Language Models to 
Stay on Topic in Dialogues : HF Link

https://huggingface.co/datasets/nvidia/CantTalkAboutThis-Topic-Control-Dataset


Experimental Results - Human Test Set

● Models finetuned for topic-following (STAY-

ON-TOPIC-8B/43B) perform significantly 

better at detecting and deflecting complex, 

human-crafted distractors vs. general 

purpose LLMs (incl. commercial)

● Topic Following data also boosts general 

model helpfulness especially in multi-turn 

conversations and on several OOD rule-

following benchmarks.

CantTalkAboutThis: Aligning Language Models to 
Stay on Topic in Dialogues : Link

https://arxiv.org/abs/2404.03820


Guard Models for Dialogue Rails



Guardrail Models for Virtual Assistants
Detect bot responses violations 

● CONSCENDI is a novel approach for generating training data and distilling smaller, efficient guardrail models to 

verify that assistant responses obey provided rules.

CONSCENDI: A Contrastive and Scenario-Guided Distillation 
Approach to Guardrail Models for Virtual Assistants : Link

https://arxiv.org/abs/2304.14364


Guardrail Models for Virtual Assistants
CONSCENDI: A Contrastive and Scenario-Guided Distillation Approach to Guardrail Models for 

Virtual Assistants

● Rules:

○ 7-8 rules per schema.

○ 3 domains - flights, restaurants and buses

○ Conversations inspired by Schema Guided Dialogue (SGD) dataset.

CONSCENDI: A Contrastive and Scenario-Guided Distillation 
Approach to Guardrail Models for Virtual Assistants : Link

https://arxiv.org/abs/2304.14364


Guardrail Models for Virtual Assistants
CONSCENDI: A Contrastive and Scenario-Guided Distillation Approach to Guardrail Models for 

Virtual Assistants

● Scenario Generation:

○ For each rule, a set of scenarios is generated, each representing a high-level reason a rule might be violated.

○ Ensures diverse conversations, including uncommon "tail scenarios".

○ Provides granular control for chatbot designers to add/remove scenarios.

CONSCENDI: A Contrastive and Scenario-Guided Distillation 
Approach to Guardrail Models for Virtual Assistants : Link

https://arxiv.org/abs/2304.14364


Guardrail Models for Virtual Assistants
CONSCENDI: A Contrastive and Scenario-Guided Distillation Approach to Guardrail Models for 

Virtual Assistants

● Conversation Generation:

○ Violations: Rule-violating user-agent conversations are generated using the scenarios.

○ Contrastive Nonviolations: Generated by taking rule-violating conversations and replacing the violating assistant 

line with a non-violating one.

○ Non Violations: Generic non-violation conversations are generated, sliced at different turns for variety.

CONSCENDI: A Contrastive and Scenario-Guided Distillation 
Approach to Guardrail Models for Virtual Assistants : Link

https://arxiv.org/abs/2304.14364


Guardrail Models for Virtual Assistants
CONSCENDI: A Contrastive and Scenario-Guided Distillation Approach to Guardrail Models for 

Virtual Assistants

● The generated dataset is used to fine-tune smaller LLMs to serve as guardrail models.

● Out-of-Distribution (OOD) Evaluation: Three randomly chosen scenarios (and their conversations) were held out 

for each domain to evaluate generalizability to unseen scenarios

● CONSCENDI consistently achieves higher accuracy than all baselines including GPT-4 on both in-distribution (ID) 

and out-of-distribution (OOD) samples.

CONSCENDI: A Contrastive and Scenario-Guided Distillation 
Approach to Guardrail Models for Virtual Assistants : Link

https://arxiv.org/abs/2304.14364


Dialogue and Multi-Turn Attacks



Multi-Turn Dialog Attacks
Prompt Injection Attacks

GCG Attack

Universal and Transferable Adversarial Attacks 
on Aligned Language Models: Link

https://arxiv.org/abs/2307.15043


Multi-Turn Dialog Attacks
Dialogue as Attack Suface

Crescendo Attack PAP Attack

Great, Now Write an Article About That: The 
Crescendo Multi-Turn LLM Jailbreak Attack: Link

How Johnny Can Persuade LLMs to Jailbreak 
Them: Rethinking Persuasion to Challenge AI 

Safety by Humanizing LLMs: Link

https://arxiv.org/abs/2404.01833
https://arxiv.org/abs/2401.06373


Multi-Turn Dialog Attacks
Dialogue as Attack Suface

Crescendo Attack PAP Attack

Great, Now Write an Article About That: The 
Crescendo Multi-Turn LLM Jailbreak Attack: Link

How Johnny Can Persuade LLMs to Jailbreak 
Them: Rethinking Persuasion to Challenge AI 

Safety by Humanizing LLMs: Link

https://arxiv.org/abs/2404.01833
https://arxiv.org/abs/2401.06373


Multi-Turn Dialog Attacks
Highly effective!

Attack Success rate on Harmbench Queries - Multi-turn attacks have the highest ASR

LLM Defenses Are Not Robust to Multi-Turn Human 
Jailbreaks Yet: Link

https://arxiv.org/abs/2408.15221v1


Summary

Why We Need Dialogue Rails

● Unconstrained LLMs are powerful—but unpredictable

● Risks include hallucinations, brand liability, and security vulnerabilities

Bridging Control and Flexibility

● Dialogue Rails = control layer around LLMs

● Approaches: Multi-stage prompting, alignment, guard models

Dialogue based Attacks

● Multi-turn dialogue based attacks are very successful and difficult to detect.

● Need better ways of mitigation
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